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Motivation

« US Department of Energy funded the
Exascale Computing Project (ECP 2016-

2023) 7 years $S1.8B

» Deployed exascale computing on GPU
systems. Frontier first exascale system.

Purpose: science

« DOE and ORNL have a history of delivering #1
supercomputers
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Exascale Applications: QMCPACK and AMReX-Castro

QMCPACK: particle

Quantum Monte Carlo “ab-initio” code for 2D
electrons, atoms, solid structures

%

Developed since the the early 2000s. Ported to
a new GPU methodology during ECP

C++17, OpenMP offload, supports mixed-

precision

The Nickel-Oxide (NiO) benchmark is used for

OLCF-6 (future system) procurement
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AMReX-Castro: adaptive mesh

Astrophysical radiation/MHD/hydrodynamics
simulation code based on AMReX

Developed since early 2010s. Ported to GPU and
improved during ECP

Fortran, C++, vendor GPU: CUDA, HIP, SYCL,
support for double and single-precision

Sedov blast wave case

AMReX-Codes

Block-Structured AMR Software Framework and Applications

Castro O



https://www.olcf.ornl.gov/wp-content/uploads/OLCF-6_QMCPACK_description-1.pdf
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Methodology

Resear Ch q ue Stl ONs: Table 1: Queries used for NVIDIA’s NVML and AMD'’s rocm_smi_lib

- Can we characterize GPU energy usage in a

I
portable way:’ Target, NVIDIA and AMD GPUS Power usage of the GPU and its associa,te(_i circuitry

(e.g., memory) averaged over a 1 s interval [34]

. . . . . Utilization (%) |UtilizationRates |Percent of time over the past sample period, between
° What IS the |mpact of m|xed-p|‘QC|S|0n (0]}] -- and ! s, during which kernels were executing
application energy consumption?
’ (*C)
¢ What are the metI‘ICS tO express SClence'per' device energy counter average for a short time (1 ms)
it"?
ey poneTnt
(*C)
Steps:
. e Table 2: System hard d soft d in this stud
 Run vendor query tools (NVML, rocm_smi_lib) VI T PO AT A poThE e e ey
it _ Fromtier |
to capture power, GPU utilization, temperature

. o Hardware
and calculate energy of appllcatlon GPU-per-node 2 NVIDIA A100 |2 NVIDIA H100|8 GCD AMD MI250X
Memory(GB)/Bandwidth(GB/s) | HBM2E 80/1,940 HBM3 94/1,940) HBMZ2E 64/3,276
benChmarks Thermal Design Power (W) 300 400 500

. 0 c c Software
+Understand impact of (i) time resolution: 1 ms

H H - icl QMCPACK v3.17.1 v3.17.1 v3.17.1
to 18' (") mlxed preC|S|0n on measurements Compiler Clang 19.1 Clang 19.1 AMDClang 6.2
oy o . Programming Model OpenMP-offload |OpenMP-offload| OpenMP-offload
« Propose unifying and comparable metrics AMReX-Castro V2412 V2412 V2412
Compiler GCC 13.2 GCC 13.2 GCC 12.3
(QMCPACK only’ AMReX TBD) P:ogf‘)arflming Model CUDA 124 CUDA 124 HIP 6.2
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Methodology: HWEnergyTracer.jl artifact tool

Portable Julia NVML wrapper

Why Julia? Lightweight foreign function interfaces (FFls) for GPU
back ends: e.g. NVML is in inside CUDA.jl and rocm_smi_lib C API

Start: 15 second before the app: (i) Julia JIT, (ii) static power state

echo "
Start julia -t 1 --project=SHWTracer_DIR SHWTracer_DIR/hw-energy-tracer.jl -v NVIDIA -
r 10 -o power_NiO-S128_ wSwalkers-production.csv > power.log 2>&1 &
sleep
echo n n
SQMCPACK_EXE Sxml_input > run_wSwalkers.log 2>&1 &

App gmcpack_pid=S!

wait "Sgmcpack_pid"

echo " !
sleep
End kill -2 "Spower_pid"
echo " .
%OAK RIDGE
National Laboratory

CSV output: power,
temperature, GPU utilization

S head power_NiO-S128 w68-production.csv

NVIDIA NVML Power Trace

device _id 0

sample_rate 10.0

total_en ergy

ES) Power(W) Temperature(C) Util.gpu(%) Util.mem(%)
0.000000613800

0.262113613800

0.273473613800

Interactive data analysis

Pluto.jl §

' QMCPACK NiO Power Analysis

QMCPAC O 512 atoms, 58 walkers A100
300



https://github.com/JuliaORNL/HWEnergyTracer.jl

Results: QMCPACK NiO Benchmark

Characteristics QMC PACK

« 2 main regions of interest:
(i) Variational Monte Carlo (VMC),
(ii) Diffusion Monte Carlo (DMC,
largest use of time in production

ru n S) m: uu cuStreamSynchronize :J mm cudaStrea... m u‘cum : uucusueams

E:c, :r:, l :ucuSIre, :utcustreamSynch m: E: cuStreamSynchronize :tc

« DMC: 4 GPU streams launched to
maximize GPU usage with several
kernel launches/stream

cuuasue_:: u T l :n cuStreamSyn. : ::w:uslreamSvnc, m : u: cusStreamSynchronize

mu: :H cuStreamSynchronize :: mcudaﬁmam.‘..:cu. :ru. u :

(a) b steps x 3 blocks = 15 iterations (b) 1 ms snapshot
« Well defined steps/blocks regions

Fig. 1: QMCPACK NiO Benchmark DMC GPU traces on an NVIDIA H100.

« Each "walker” is an independent
Markov chain. More walkers = more
accurate results.
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https://www.olcf.ornl.gov/wp-content/uploads/OLCF-6_QMCPACK_description-1.pdf
https://www.olcf.ornl.gov/wp-content/uploads/OLCF-6_QMCPACK_description-1.pdf

Results: QMCPACK NiO Benchmark time resolution on NVIDIA

2.00x10°

°o 100 200 300 400 500 600 700 300
time (s)

Observations: 3te 1.50x10°
« at 1 ms we see false positives " | WL m \|“|u o
| | o
« at1s, nvidia-smi misses some *f“"L””*““ T |fmﬂ_____f,i| W-
GPU utilization patterns in DMC e H W

« H100 results shows smoother
traces aligning with the kernel
characteristics

(a) H100 1 ms (b) H100 10 ms

« A100 results are more noisy

time (s)

(d) A100 1 ms (e) A100 10 ms (f) A100 1s

Fig.2: Energy characteristics of the QMCPACK NiO benchmark on NVIDIA
%OAK RIDGE H100 and A100 for different query time resolutions.
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Results: QMCPACK NiO Benchmark time resolution on AMD

Observations:

« Measured on Frontier MI250X o] J8Vlbers
using rocm_smi_lib

« Resolution is more unclear. GPU
utilization goes from 0 to 100
quickly. We stay with 1 ms for
future runs

 We see a power drop in DMC as 0 - |
opposed to NVIDIA GPUs. tne 9 e

« Power consumption is far less (a) MI250X 1ms (b) MI250X 10 ms (c) MI250X 1s
optimal than A100

Fig.3: Energy characteristics of the QMCPACK NiO benchmark on an AMD
MI250X for different query time resolutions.

« Need for better tooling on the
AMD side
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Results: QMCPACK NiO Benchmark mixed-p

vMC DMC

2.00x10" 400 2.00x10°
Powar ( o
Sl el

Observations:
« Two ways to use reduced “mixed-precision”: (i)
maximize performance (same walkers e.g. 68), (ii) 5 H100 e o et
maximize science (more walkers, e.g. 100) " ] v =97 gy o

 In a real application like QMCPACK some
components can't use reduced precision

 Energy savings are in the range of 6-25% for mixed- et R
precision for the same number of walkers B #: Mirodt-progision froee anNYIBIA FI00 wail 3100 fom (5 puserdoubles

» Energy savings due to shorter time-to-solution,
power utilization is similar

« Bonus: power/energy analysis identified different
default behaviors in the code:

1000
time (s)

(a) MI250X 1 ms 38 walkers (b) MI250X 1ms 52 walkers

Fig. 5: AMD MI250X mixed-precision traces for (a) max double-precision walkers
%OAK RIDGE (38) and (b) max mixed-precision walkers (52).
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https://github.com/QMCPACK/qmcpack/pull/5248

Results: QMCPACK NiO Benchmark “Energy Metric”

Metric Table 3: Energy metrics for QMCPACK’s DMC on the NiO a512 benchmark for
« Science/Energy: Walkers moved/kJ multiple GPU configurations

Configuration|Walkers| Throughput |Power GPU
*Max | Energy (1/kJ) | (W)| (%)

walkers X blocks X steps

Throughputeerey =
- DMC energy NVIDIA
. H100-mixed 190.02| 72.54
* Only taken from the DMC region of H100-mixed 33.20| 172.60 74.60
Interest H100-double
» Uniform metric to compare across H100-mixed 182.31) 74.69
hard d fut £t H100-mixed 32.42| 174.24
ardware and future-proof for energy H100-double
efficiency A100-mixed 136.10| 85.76
» Time-to-solution implicitly included in A100-mixed 20.86) 121.59) 85.08
he d at A100-double 17.31] 124.97
the denominator . A100-mixed 52 2141 122.22] 83.84
* NVIDIA H100+mixed precision is the A100-mixed 38 16.13| 109.01| 86.92
most energy efficient despite lower A100-double 38 15.58) 119.11) 86.69
GPU utilization % -
° MI250X-mixed *52

MI250X-mixed *38
MI250X-double *38

%OAK RIDGE

National Laboratory 11



Results: AMReX-Castro Sedov blast case

Characteristics

« Adaptive Mesh Refinement advances
cells based on the problem
characteristics (e.g. Courant-
Friedrichs—Lewy condition)

« Sedov blast is a simple explosion
benchmark problem with analytical
solutions

* 4 mesh levels evolution dictates the
energy characteristics. L3 - the
smallest resolution -- being the
dominant driver

%OAK RIDGE
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Fig. 9: AMReX-Castro Sedov simulation 10 ms trace snapshot
on an NVIDIA H100 using a 256 x 256 base mesh.

Advanced cells

=
o
X
=
DO!

[ —
0 1000 2000 3000 4000

Simulation step

Fig. 10: AMReX-Castro Sedov problem advanced cells per
AMR mesh level as a function of simulation step.
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Results: AMReX-Castro Sedov Case on NVIDIA and AMD

Observations:

2000 3 0 200¢
time (s) time (s)

(a) H100 10 ms double (b) H100 10 ms single
6.0%10" 400

 Single-precision achieves energy savings over
double precision.

* A100 has larger power peaks and variability '
(tool characteristic?) |
o o 5 (c) A100 10 ms double (d) A100 10 ms single
* We Cou |d nOt fl nd d Ifferences between Slngle Fig. 7: AMReX-Castro Sedov energy characteristics on NVIDIA H100 and A100
and double_precision on M|250X for a 512 x 512 base mesh with CFL = 0.25 using (a) double and (b) single
precision.

» Energy characteristics largely driven by the
smallest resolution mesh

A unifying science-per-watt metric is still TBD
(which mesh size? average? maximum?).

time (s)

OAK RIDGE Fig.8: AMReX-Castro Sedov energy characteristics on an AMD MI250X for a
% 512 x 512 base mesh using double precision, 1 ms resolution, and CFL = 0.25.
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Final remarks

Summary:

%

We analyze two widely-used applications: (i) QMCPACK and (ii) AMReX-Castro on NVIDIA and

AMD GPUs including effects of different precision levels and a discussion on science-per-energy
unit metrics

Observation 1: small variability for the power, utilization, temperature traces on NVML (10 ms) and rocm

smi lib (1 ms). Energy tracing can be easily integrated in the application’s software development
process

Observation 2: reduced floating-point precision energy-savings 6%-25% on QMCPACK (on NVIDIA and AMD)
and AMReX-Castro (on NVIDIA only)

Observation 3: Energy-efficiency improvements (on the order of 1.5x) were shown for NVIDIA’s H100 over
their A100. Room for improvement exists for AMD’s GPU tools and applications as the ecosystem matures.

Observation 4: proposed QMCPACK metric shows science-per-energy unit, AMR codes is still TBD due to
mesh variability

Future work: extend to more applications, hardware, and science-per-energy metrics
OAK RIDGE
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Thank you!
Questions?
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